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Abstract: The ensemble based forecast sensitivity to observation method by Liu and Kalnay is applied to the
SPEEDY-LETKF system to estimate the observation impact of three types of simulated observations. The estimation re-
sults show that all types of observations have positive impact on short-range forecast. The largest impact in Northern
Hemisphere is produced by rawinsondes, followed by satellite retrieved profiles and cloud drift wind data, which in
Southern Hemisphere is produced by satellite retrieved profiles, rawinsondes and cloud drift wind data. Satellite re-
trieved profiles influence more on the Southern Hemisphere than on the Northern Hemisphere due to few observations
from rawinsondes in the Southern Hemisphere. At the level of 200 to 300 hPa, the largest impact is attributed to wind

observations from rawinsondes and cloud drift wind.
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1 INTRODUCTION

As the number of observations has rapidly in-
creased, especially that of satellite observations, it has
become necessary to assess the impact of each observa-
tion since it is not clear that these observations are al-
ways assimilated properly and beneficial to model fore-
cast. Therefore, the ability of estimating observation im-
pact is essential for improving model performance and
future observing system design. The traditional approach
to estimate observation impact is Observing System Ex-
periments (OSEs) by carrying out analyses and forecasts
with and without assimilating a specified data (Bouttier
and Kelly™; Li et al.”; Yang et al.”"). However, carrying
out OSEs with various observation datasets is computa-
tionally very expensive. Langland and Baker ™ devel-
oped an adjoint-based Forecast Sensitivity to Observa-
tion (FSO) method which allows the impact of each in-
dividual observation to be estimated once and then
summed up according to any desired subset, such as in-
strument type, observed variable or location. Due to its
low cost, this FSO method has been widely used in var-
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ious operational systems (Zhu and Gelaro®™; Cardinali™).
However, it requires the adjoint operators for both fore-
cast model and data assimilation system. As an alterna-
tive, Liu and Kalnay ™ and Li et al.® proposed an en-
semble-based FSO (EFSO) method without the adjoint
model in an ensemble Kalman filter. This method was
initially tested in the Lorenz 40 variables model, and
Wang et. al.®! successfully applied it on a simplified
AGCM model and estimated the impact of simulated
rawinsonde data.

In this study, we extend the work of Wang et. al.”’
to add satellite observations, including satellite retrieved
profiles and cloud drift wind, to simulate more realistic
observing network and to further evaluate the ability of
EFSO to assess observation impact for various data.

2 METHODOLOGY

2.1 The LETKF

We use the local ensemble transform Kalman filter
(LETKF, see Hunt et al.!') to assimilate observations.
The LETKF belongs to the family of ensemble Kalman
filter (EnKF). It has two steps; Eq.(1) updates the en-
semble mean, and then Eq.(2) updates the ensemble
perturbations by transforming the forecast perturbations

X’ through a transform matrix [(K—l)f’“ 2,
X' =x"+X'P* (HX)" R'[y"-h(x")] (1)
X :XI)[(K_I)IN)a 12 (2)
here y” stands for observations and R the observation er-
ror covariance (a diagonal matrix containing only the
observation error standard deviations). K is the number

of ensembles, i the nonlinear observation operator and
H its linear matrix. X, X* are the analysis and forecast
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ensemble perturbations, respectively. P¢, the analysis er-
ror covariance in ensemble space, is given by

P =[(K-DI+HX")'R" (HX"]"! 3)
which has a dimension of K by K, much smaller than
either the dimension of the model or the number of ob-
servations. Thus, LETKF performs the matrix inverse in
the space spanned by background ensembles, which
greatly reduces the computational cost.

2.2 EFSO method

Following Liu and Kalnay ™ and Wang et al.”), we
define the cost function to measure the forecast error re-
duction at time t due to assimilating observations at
time 0.
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is the corresponding error of the forecast x starting

from the analysis at time —6 h. The difference between

the error (e, ,—e¢, ) is due solely to the observations Y,

assimilated at time 0, therefore J is generally negative

since the error e, is usually less than the error e In
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Eq.(1) C is a matrix of energy weighting coefficients to
account for different units and magnitudes for different

model variables.

Figure 1. A schematic of the impact of observations assimilated at time 0 on forecast at time t: observations assimilated at time 0
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creating initial conditions for a new trajectory X,;,, which has forecast error ¢,, and the old trajectory starting from time -6 h X, _,

which has forecast error e, .

By substituting the definitions of e, , and e, into

Eq.(4), the cost function can be rewritten as:
1 S ;oo
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Using the LETKF formula, (X{‘ 0 —X(‘ ) 1s rewritten

as a function of the observation increment vy, —h

b
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where X, is forecast perturbation at time ¢ starting

from time -6 h, I~(0 is the Kalman gain matrix at time 0
in the subspace spanned by the forecast ensemble per-
turbation and has been calculated in the LETKF at time
0. For more detailed derivation of the EFSO method, re-
fer to Liu and Kalnay ™ and Li et al.®,

Therefore,
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The error difference (e, ,—e,_) is due solely to the assimilation of observations at time 0.

According to Eq.(8), the impact of each individual
observation i will be calculated by:

J=v0c (X K- C- (e, +0.5X, Kanly ()

We say the observation ¢ is beneficial (harmful) if
the J; is negative (positive), since it implies forecast er-
ror reduction (increment). The impact of a specific sub-
set is simply the sum of all the individual impacts in the
subset, and the sum of all the observational impact is e-
quivalent to the cost function in Eq.(8).

Following Wang et al.”), the norm operator C is de-
fined as a coefficients matrix of dry-air kinetic energy
equation E, where

E=L (eroyreep Bale p (10)

2 T, P2 s
where ¢,=1005.7Jkg ~.K *', T=270K, R, =287Jkg
P=10°Pa.

3 EXPERIMENTAL DESIGN

As in Wang et al.”; we use the Simplified Parame-
terizations primitivE Equation DYnamics (SPEEDY)
model with resolution T30L7, a simplified atmospheric
model which has been widely used in various research
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studies (Danforth et al.'l; Li et al.'¥; Amezcua et al.!).
First, we assume a perfect model where a nature run is
generated by integrating the SPEEDY model from 0000
UTC 1 January, 1987 until 1800 UTC 15 February,
1987. The observations are simulated by adding normal-
ly distributed random noise to the nature run. In addi-
tion to the rawinsonde data used in Wang et al.”, two
more types of data are included: satellite retrieved at-
mospheric profiles and cloud drift wind data. The obser-
vation errors are 1 m/s for u, v wind, 1 K for 7, 10~
kg/kg for ¢ and 1 hPa for p, with rawinsondes; 2 K for
T, 2x10™ kg/kg for ¢ with satellite retrieved atmospheric
profiles; and 3 m/s for u, v with cloud drift wind. The
error values are specified to take account of the quali-
ties of three types of real data, as well as the fact that
satellite retrievals are with the strong error correlations
and their error standard deviations need to be amplified”
since we have ignored the error correlation terms in the
observation error covariance matrix R (R is a diagonal
matrix in the LETKF formula). The global distribution
of the three types of data is shown in Fig.2. The net-
work of rawinsonde is simulated with the real opera-
tional rawinsonde stations. Satellite retrievals are dis-
tributed regularly on every model grid point and all 7

vertical levels. Cloud drift wind data are available regu-
larly on every half-grid shifted points at low and middle
latitudes and in the upper levels only (Fig.6). These data
are assimilated four times daily at analysis time 0000
UTC, 0600 UTC, 1200 UTC and 1800 UTC from 1
January to 15 February, while the impact assess experi-
ments are performed only in the last half month allow-
ing for the first month as a ‘spin-up’ period. The cost
function in this study is defined as the difference be-

tween 06 h and 12 h forecast error (eq,—e _s) which is

due entirely to the assimilation of observations at the
analysis time.

4 OBSERVATION IMPACT RESULTS

4.1 Global distribution of observation impact

Figure 2 shows the global distribution of observa-
tion impact. The impact value is averaged for all the
observed variables and vertical levels at each observa-
tion location. For rawinsondes (Fig.2b), data over ocean
is sparse and the individual profile has large impact and
contributes to reducing forecast errors (negative value).
In contrast, data over land is dense and the impact from
individual profiles is smaller and some of them have

Figure 2. Global distribution of observation impact (Unit: J/kg) averaged for the period from 0000 UTC, February 1 to 1800 UTC,
February 15. Green (yellow) dots represent reduction (increase) in forecast error. The four panels are for (a) all the observations, (b)
rawinsondes , (c) satellite retrieved profiles and (d) cloud drift wind, respectively.
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negative contribution to forecast (positive value). For
satellite retrieved profiles, the impact of individual pro-
files is relatively smaller and more mixed contribution
than that of rawinsonde, the largest contribution is
found in polar region. For cloud drift wind, though
many observations degrading forecast, most observa-
tions in the tropics improve forecast.
4.2 Grouping observation impact for specific subsets

It is convenient to group the observation impact ac-
cording to any arbitrary subset, such as instrument type,
observed variable or geographic location, since the

grouped impact is simply the sum of all individual im-
pacts in the subset. Below we will consider some sub-
sets of our interest.

We first group the impacts by Hemisphere. The
summed hemispheric observation impact for Southern
Hemisphere is smaller than that for Northern Hemi-
sphere. However, the impact per observation is similar
in the two hemispheres (Fig.3). In this discussion, the
term “impact per observation” is the summed impact of
a set of observations divided by the number of observa-
tions in the set of data.

Figure 3. Time series of observation impact partitioned by different hemispheres (Unit: J/kg). Left y-coordinate is for summed im-
pact of Northern (solid line) and Southern (dot-solid line) Hemisphere, right y-coordinate is for impact per observation of Northern

(dashed line) and Southern (dot-dashed line) Hemisphere.

We then group the impacts by instrument type and
Hemisphere. Overall, all types of observations are bene-
ficial to forecast in both hemispheres, as shown in Fig.4.
In Northern Hemisphere, the largest impact is provided
by rawinsondes, followed by satellite retrieved profiles
and cloud drift wind. In Southern Hemisphere, the

largest impact is from satellite retrieved profiles, fol-
lowed by rawinsondes and cloud drift wind. The largest
impact of rawinsonde in Northern Hemisphere is proba-
bly due to the largest number of rawinsondes (Fig.4)
and most of them are individually beneficial to forecast
(Fig.2b).

Figure 4. Summed observation impact partitioned by instrument type and hemisphere (black bars, Unit: J/kg) and the number of
observations (white bars for Southern Hemisphere, grey bars for Northern Hemisphere) for each instrument type.
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Next, we group impacts by vertical level (Fig.5).
The impacts increase with height, and reach maxi-
mum at the level of 200 to 300 hPa. This is probably

Figure 5. Summed observation impact partitioned by vertical level

bars).

The summed observation impacts partitioned by
vertical level, observed variable and instrument type are
shown in Fig.6. For rawinsondes, the largest impact is
in the upper level (except 100 hPa), mainly contributed

due to a large number of observations there and the
biggest background error in wind field (see discussion
below).

(black bars, Unit: J/kg) and the number of observations (grey

by u, v observations; The large u, » impacts of rawin-
sonde and cloud drift wind are both around
200 hPa~300 hPa, which is consistent with the biggest
background error of u, v variables (Fig.7a, b), indicating

Figure 6. Vertical distribution of (a) observed variables w, v (+), T (© ), ¢ (® ) impact, and the summed impact of u, v, T, ¢ (O )
for rawinsonde; (b )observed variables 7' (© ), ¢ (® ), and the summed impact of 7, ¢ (o ) for satellite retrievals; u, v (+) impact for
cloud drift wind (Unit: J/kg).
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observations are more beneficial where background
fields are of worse quality; On the other hand, since the
observation error of u, v is 1 m/s for rawinsonde and 3
m/s for cloud drift wind, the u, v impact of rawinsonde
is larger than that of cloud drift wind; For satellite re-
trievals, the impact of ¢ is smaller than that of 7, and
distributes mostly below 500 hPa, consistent with the
large humidity background error in the lower levels. All

of the results above indicate that the observation impact
depends not only on the observations (quality, type, dis-
tribution, etc) but also on the model background. In
general, the worse the background is (and/or the more
and better observation is), the larger the observation im-
pact will be. Of course, the background field itself is
determined by assimilation system and forecast model,
which is out of the scope of this study.

Figure 7. Background error for (a) u (m/s), (b) v (unit: m/s), (c) T (unit: K), (d) ¢ (kg/kg) averaged over the experimental period.

Finally we compare the impacts of two types of
satellite observation (Fig.8). For retrieved profiles, the
largest impact is found in the polar region. This is easy
to understand because there is not any other observation
type in the poles therefore the retrieved T and ¢ pro-
files have the sole impact on forecast. In contrast, the
impact of cloud drift wind is largest in tropics, associat-
ed with the biggest background error of upper level
wind there (Fig.7a, b). In general, the impact of cloud
drift wind at every latitude is larger than that of satellite
retrievals while its total impact is smaller (Fig.4) since
these data covers only three upper levels (Fig.6) and no
data at high latitudes (Fig.2d).

5 CONCLUSIONS

In this study, the ensemble sensitivity method
with the SPEEDY-LETKF system is applied to estimate
the impact of simulated observation on forecast. This
ensemble-based FSO (EFSO) method inherits the advan-
tage of FSO which allows observation impact to be cal-
culated once and be summed for any subset of observa-
tions, but without using an adjoint model. The simulated
data include rawindsonde, satellite retrieved atmospheric
profile and cloud drift wind.

All of the individual impacts of each observation
are calculated by Eq.(9), the total impact of the global
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Figure 8. Summed observation impact partitioned by instrument type and latitude for satellite retrieved profiles (white cycle) and

cloud drift wind (black square). Unit: J/kg.

observation is the sum of all the individual impacts. The
impacts are then grouped by instrument type, geograph-
ic region, observed variable, vertical level or a combina-
tion of these categories. Our results show: (1) Individual
impact of a rawinsonde profile is relatively larger and
more beneficial to forecast than that of satellite observa-
tions; (2) All types of observations have an overall posi-
tive contribution to reducing forecast errors. Rawin-
sonde has the largest contribution in Northern Hemi-
sphere. In Southern Hemisphere, the largest impact is
produced by satellite retrieved profiles followed by raw-
insondes and cloud drift wind. (3) Vertically, the largest
impact occurs at the level of 200 to 300 hPa. (4) The
impact of u, v from rawinsonde is much larger than that
of T and ¢; the impact of ¢ from satellite retrievals is
smaller than that of T, and distributes mostly below 500
hPa. (5) Satellite retrievals contribute more in the polar
region while the impact of cloud drift wind is largest in
tropics.

The observation impact is not only determined by
the observations but also strongly associated with the
background field whose quality depends on both assimi-
lation system and forecast model. In this study, the
SPPEDY-LETKF system has large background error in
the 200 to 300 hPa wind field therefore the u, v impacts
(of both rawinsondes and cloud drift wind) at the upper
level are larger than the other variables. In general, the
worse background and/or better observation produce
larger and positive observation impact.

This study further proves the ability of EFSO to as-
sess observation impact efficiently for various data and
to obtain reasonable impact results. It should be noted
that our results shown here are based on simulated ob-
servations and the SPPEDY-LETKF system. With real
observations and other ENKF systems, the observation

impact will be different because all the three factors
(observations, assimilation system and forecast model)
which affect the estimation results could be substantially
different.
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