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SOUTH CHINA REGIONAL SHORT RANGE CLIMATE PREDICTION
MODEL AND ITS PERFORMANCE 
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ABSTRACT: In this paper, a newly established "South China Regional Short Range Climate Prediction Model
System" is introduced and its performance is analyzed in real case simulation. It shows that the system has a good
performance and suitable for short range climate modeling. The model simulates well the monthly mean, pentad
mean and daily field, pentad mean and daily field and can depict more details than coarse resolution analyses.
Weather systems and information can pass into and out of the model domain through lateral boundaries without
notable damping. Almost all of the weather and climate changes can be reflected in the simulation, in which both
the changing tendencies, amplitudes, speeds, and phases are consistent with the real cases. The simulated precipi-
tation is much close to the observed one, both in the extent, position and in the intensity of rainfall. In addition,
some smaller precipitation centers could also be reflected in the simulation.
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1  INTRODUCTION

Short-term numerical predictions of climate are those conducted dynamically for short-term
climate, mainly on the scales of the month and season, using numerical prediction models. Sur-
passing limits of definite predictability as they apparently are, predictions on these scales do carry
real significance if they have been properly pre-processed, such as filtering of initial values, en-
semble forecasting, and post-processing of outputs, etc, during the prediction procedure, as
shown in much research work. Over the past few years, the numerical method has been used
across the world as one of the important means in research and operation for the prediction of
short-term climate. Since mid-1980's, a large amount of monthly scale prediction experiments
have been satisfactorily conducted in large world centers such as ECMWF (Tibalki, Palmer and
Brakkovic, 1990), NMC of the United States, Climate Center of Canada and JMA of Japan (Zhang,
Ji and Li, 1996). Wider use is found with the regional climate model to cope with the issue of
predicting and studying short-term climate, exploying the advantages and necessity they carry.
Good modeling and predicting results have been achieved with numerical prediction systems
completed in U.S.A. and Germany for regional short-term climate. The second generation of the
system has been operational at NCAR (Giorgi, Marinucci and Canio, 1993b). A large amount of
numerical modeling and research has also been done in China in this aspect (Liu, Ding, Zhao, 1996;
Zhao, Luo and Leung, 1997). All of these efforts are suggesting that regional climate models are
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good at simulating and predicting short-term climate. The regional model presented in this work is
a numerical one that has been improved over previous research findings and modified with opera-
tional environment and realistic conditions of the southern China, with inclusion of internationally
advanced numerical models. The system is now completed and its performance tested by
simulating real cases.

2  BRIEF ACCOUNT OF MODEL

The model in use is the so-called "short-term climate prediction model for the region of South
China" that has been developed lately at the institute. It has been developed from a mesoscale model
introduced from the German Meteorological Services (Majewski, 1991). The model is character-
ized by the following points:

2.1  Use of mixed co-ordinates in vertical ordinate

In the coordinate, we have
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η coordinate absorbs the advantages of the P coordinate and δ  coordinate while at the

same time avoids their shortfalls. The elements u, v, t, q are defined at the center of a layer and h,
η on the surface dividing layers. At present, the model is divided into 20 layers that are not at equal

intervals and covered with not any tops; and there are 5 ~ 6 more layers within the boundary layer

with the upper and lower lateral conditions of 
•

η=0 (η=0 or η=1).

2.2  Use of "rotation latitude-longitude mesh" system in horizontal ordinate

Rotating at a given "Eular angle", the geographic North Pole is displaced to a new position so
that the equator after rotation goes through the central region of the model. The factor of scale
varies little within the model domain, making it easier to take larger time steps.

The rotation coordinates ( λϕ ′′, ) is related to the geographic coordinates ( λϕ , ) by the ex-

pressions of
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( )ϕϕλλϕϕϕ cossin)-cos(coscosarcsin NNN +=′

where NN ϕλ ,  is the longitude and latitude of the North Pole in the rotation coordinates.

Corresponding wind fields are related by
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2.3  Use of qT ,  instead of DW, qh  in thermodynamic and moisture conservation equations

The treatment is
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where h  is the total specific heat, WD qq ,  are specific humidity and specific cloud water

content, and DWq  is the total water content. By the diagnostic equation, DqT ,  and Wq  are

sought from h  and DWq  so that there is one less prediction equation.

The whole frame of equations consist of 5 prediction equations and 11 diagnostic equations,
which have 16 corresponding variables of direct prediction and diagnosis to form an enclosed set
of equations.

2.4  Use of Davies Scheme in lateral nesting (Davies, 1976)
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The scheme follows: ( )RRRHS
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where ψ  is the element predicted, RHS  is the term in the right hand side of the prediction

equation (without considering relaxation of lateral conditions), Rµ  is the relaxation coefficient

for boundary nesting and Rψ  is the value of the lateral boundary to be determined by the driving

model.
By implicit treatment of the relaxation term, unstable boundary nesting can be avoided, i.e.,
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prediction (
tt ∆+ψ ). Specifically, the value of the weighting coefficient α  is determined by the

following expression, which decreases from unity at the boundary to zero in the inner section of
the regional model.
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Due to limited disk space and other operational conditions, the driving model (T106) updates

the boundary value Rψ  every 6 to 12 hours and for the time steps between any two updates Rψ
is determined by linear interpolation.

The regional climate model is long valid in integration prediction,  which is controlled deci-

sively by the quality of boundary nesting. It is therefore necessary to minimize the error of Rψ .

To alleviate any errors intrigued by the decrease of interpolated values or any discrepancies they
cause with the regional model, the following technical treatment has been conducted by proce-
dures of

(1) selecting a larger model domain to which the driving model supplies R′ψ  ;
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(2) initializing larger-domain model (by normal mode) to filter out noises and set up a more
coherent relationship among the elements, and

(3) removing several circles of boundary in the obtained larger-domain model that has been

initialized to derive the boundary value Rψ  needed in the regional model.

2.5  Treatment of temperature at ground surface

The regional model contains complete land-surface processes based on which good forecasts
can be made of temperature at ground surface, though with the absence of air-sea couplings. As a
result, the temperature at the ocean surface adopts the time-dependent values (or time-dependent
observations) provided by the driving model while that at the ground surface is taken care of by
regional model itself.

2.6  Schemes of physical processes included in the model

The model takes a 4th-order linear horizontal diffusion scheme, applies orographic correction
with regard to the diffusion of total amount of heat, and takes into account of grid-scale
precipitation having parameterized microphysics. In addition, Tiedtke's mass flux scheme (Tiedtke,
1989) for cumulus parameterization is used. For the vertical diffusion, a scheme by Louis (1979)
is used for the near-surface layer and another dealing with the second-order matrix of the planetary
boundary layer by Mellor and Yamada (1974) for the layers above it. Also included in the model is
a complete long- and short-wave flux scheme for radiation by Ritter and Geleyn (1992), which
contains a complete package of cloud-radiation feedback, and a 3-layer soil model by Jacobsen and
Heise (1982), which takes complex land-surface effect into account. The model is horizontally
resolved at 0.5°, composed of 81 73 grids in a domain of 95°E ~ 135°E and 8°N ~ 44°N and
distributed over 20 layers. It meets operational requirements on the duration of validity because it
needs about 10 hours of CPU to integrate for a month on our SGI-R10000 workstation.

3  ANALYSIS OF SIMULATION PERFORMANCE OF REAL CASES

In the real-case simulation, the initial field starts at 1200 UTC on 1 February 1998 and the
integration predicts forward for a month (28 days). The driving model (T106) provides 12-h
updates of boundary values. It is shown in the simulation that the regional model works well to give
consistent results with the observation.

3.1  Monthly mean and day-to-day simulation

As seen in the monthly mean field (Fig.1), simulations are quite agreeable with observations in
the geopotential height field and wind field on the upper (100 hPa), middle (500 hPa), and lower
(850 hPa) levels. The simulated field is able to reproduce details too fine for low-resolution fields of
observation to depict, for example, an enclosed cyclonic circulation is simulated at 850 hPa over
the Sichuan Basin, which is consistent with the local climatic features. In contrast, only a trans-
verse-trough-pattern shear is analyzed in the observed data. On the other hand, larger differences
occur between the simulation and observation for the South China Sea and Indochina Peninsula. It
is caused by lack of observations throughout the place and the difference is therefore not sufficient
to account for the less desirable performance of the model.

For the pentad-to-pentad predictions, the simulation is shown to go conformably with the ob-
servation as in the case of monthly mean, suggesting that climatic information can be transported
from the driving model to the regional model through the nested boundary without any significant
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noise. The situation of Pentad Three is given to illustrate (Fig.2). It shows that the prediction is
almost identical with the observation in both the pattern and magnitude in addition to description of
more details than the "observation" does, such as the cyclonic circulation over the Sichuan Basin
and the high ridge over the South China Sea.

For a regional climate model, one of the essential prerequisites is that the weather and climate
information contained in its driving model be transmitted to the regional model without any resis-
tance while synoptic regimes in the regional model be moved without obvious reflection. As
indicated in day-to-day predictions, every single synoptic process moves in and out of the
boundary area of the regional model with no apparent resistance. In the forecasting for the whole
month, prediction fields are basically the same as the observation for every lengths of validity. Take
the forecast field on Day 28 for example (Fig.3). Except in some parts (such as the wind field over
the Philippine Sea) of the waters, the prediction fixes so well with the observation that the winds
are simulated with fitting precision in the wind speed, saying nothing of much finer description of
air flows near Taiwan and anti-cyclonic circulation around the Island of Hainan. It shows how
effective and suitable the scheme of lateral boundary nesting of the current system is.

3.2 Simulation of evolution of weather systems

Fig.4 gives the latitude-time profiles at 500 hPa along 114.5°E. It is clear from the figure that

Fig.1  Monthly mean fields for February 1998. a: T106 analysis; b: model simulation. The numerals 1, 2, and 3
represent 100 hPa and 500 hPa heights, and 850 hPa winds respectively
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the temporal evolution simulated is highly consistent with the observation. For example, the simu-
lation is successful in presenting the deepening and southward movement of troughs on February
6, 18, and 26, the activity of ridges around February 13 and 16, and the activity of shallow troughs
on February 14, etc.

Differences of varying degrees do exist though the model simulates a number of fine details of
the evolution. For instance, the evolution differs obviously from the observation on February 1 ~ 2.
It may be directly related with the lack of assimilated initial values in the regional model, which
shows the importance of the initialization procedure. It also suggests that the initialization has
governed the prediction for the first 1 ~ 2 days and the boundary nesting controlled it in periods
afterwards in short-term regional climate model. Another major difference is around February 19,
when it is in a time without boundary driving data (1200 UTC of February 19 and 0000 UTC of
February 20). It is suggested that information at the boundary is swiftly transferred to the inner

Fig. 2  Mean wind fields on 850 hPa for Pentad Three of February 1998. a: T106 analysis; b: model simulation.

Fig.3  Fields on 850 hPa at 1200 UTC February 28, 1998. a: T106 analysis; b: model simulation. 1: heights;
2: winds.

a b
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region of the model and the lateral boundary conditions play a key role in the regional short-term
climate prediction.

The forecasting of precipitation is the most important and difficult part in the prediction of
short-term climate. As shown in the study (figure omitted), the model gives good results
concerning the pentad-to-pentad and decade-to-decade precipitation in addition to forecasts being
generally consistent with the reality, specifically, the coverage of rain-falling area, central falling
area, border area of the rain and amount of the rain. Fig.5 gives the total amount of precipitation on
a monthly basis. The simulations indicate that the rainfall centers in northern Fujian province
through eastern Guangxi Autonomous Region with much less falling north of 30°N and the South
China Sea, being largely the same with the observation. Even a small center of precipitation in
western Guangxi is predicted. In general, the rainfall is forecast to be generally a little heavier
except for the Island of Taiwan where it rains by a less amount.

3.3 Simulation of evolution of ground-surface elements

Fig.6a is the 1-day running mean curve of pressure-time evolution at ground surface for
Guangzhou, in which the variations of diurnal and fine scale cycles have been filtered out. The
figure shows that the simulated pressure changes are basically the same with the observation, e.g.,

Fig.4  Latitude-time profile along 114.5°E at 500 hPa geopotential height in February 1998. a: T106 analysis; b:
model simulation.

Fig.5  Accumulated precipitation for February 1998. a: model simulation (mm); b: observation (cm)

dayday

Feb. 1998 Feb. 1998
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two large pressure rises on February 5 and 22, a gradual pressure drop on February 6 ~ 17, and
another pressure rise on February 28. The model does a good job in simulation though with a
systematic error of about 2 hPa. Fig.6b is the corresponding1-day running mean curve of 6-hourly
amount of precipitation for the observation station in Guangzhou. All of the raining processes are
forecast with magnitudes comparable to the reality. Examples are seen in the cases of February 5
and time around it, February 13 ~ 18, and February 22 ~ 28, and the model is also accurate in
predicting the rain peaks, such as those on February 5, 18, and 26. Good forecasts are made for
periods without any precipitation, like February 1 ~ 2 and February 7 ~ 12. A major false prediction
is recorded for February 20 ~ 21, which may be caused by lack of boundary data nesting on
February 19.

4  CONCLUDING REMARKS

a. The model system performs well in the monthly scale modeling and fits short-term climatic
prediction for the south of China.

b. The monthly mean and pentad-to-pentad mean fields (basic flow) simulated are generally
consistent with the observation with descriptions of more details.

c. The lateral boundary values and boundary nesting are playing a much larger role than the
initial values for the regional climatic model prediction. The scheme used in this system to nest the
boundary makes it easier for the weather information to pass through the model domain without
any obvious resistance. The model is efficient and suitable for simulating the evolution of transient
waves in major weather events.

d. The model is useful in simulating the temporal evolution of precipitation on a pentad and
monthly basis with the area, location and intensity of the rain consistent with the observation,
reflecting all rains and minor centers of precipitation.

e. The model exhibits good performance in simulating the evolution of ground-surface ele-
ments at single stations, reflecting almost all processes of weather and climate changes and pre-
senting close-to-observation trends, amplitudes, velocities, and phases in these variations.
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